**Question 1**

The detection rate refers to the percentage of cases that are flagged by a fraud detection system as potentially fraudulent which requires further investigation, out of all the cases. The hit rate refers to the percentage of actual fraud cases that are identified by a fraud detection system, out of all the cases that are further investigated.

High detection rates indicate that the system is flagging a high number of cases for further review, which can help identify potential fraud. However, since there are over 10,000 claims in the dataset, a high detection rates may give rise to a high estimated cost of time and money spent on manual investigation. If the hit rate is low, it may indicate that the system is flagging too many cases, including false positives, which can not only lead to additional time and costs, but also result in overlooking the real frauds due to insufficient human capacity or budget.

Conversely, a high hit rate means that the system is correctly identifying a high percentage of actual fraud cases, which can help prevent significant losses for the insurer. This will potentially reduce premiums and raise reimbursement rate which will benefit policyholders and thus help the insurance company to gain a good reputation and expand its customer basis. However, if the detection rate is low, it may indicate that the system is not flagging enough cases for review, which could result in missed opportunities to detect fraud even if the hit rate is high.

Ultimately, insurers aim to strike a balance between the hit rate *h* and detection rate *d* and our objective is to evaluate a model which can help to flag a moderate but sufficient number of suspicious cases for further review which allows us to find the 100 frauds as accurate as possible.

**Question 7**

First of all, the lack of clear explanation can lead to mistrust between the insurer and the insured. If a customer has a claim denied or is investigated for fraud without being given a clear reason, they may feel unfairly treated. This can damage the relationship between the insurer and the customer, which can lead to negative reviews online as well as a loss of customers and potential reputational damage (Pérez et al., 2005; Akomea-Frimpong et al., 2016).

What is more, it can be challenging for customers to understand how the fraud detection system works (Wilson, 2009). The confusion and misunderstandings about how the system operates, and what constitutes as fraudulent activity are one of the major reasons of fraudulent activities. Additionally, given a fraudster with access to claim data and sufficient technological expertise, there is a possibility that they could replicate deep learning techniques to evade detection. The model's accuracy may decrease due to changes in features over time, which makes it challenging for the model to learn effectively.

Besides, it can be hard for insurers with limited knowledge to identify why a certain incident was flagged and upgrade the system to make the necessary improvements as a fraud detection system can apply a various number of algorithms. Failure to improve the system will not only result in false accusation of fraud but will also lead to potential fraud slipping through the cracks (Benedek et al., 2022). False negatives caused by insufficiently developed model will result in many cases of fraud remain undetected, which may lead to features being less discernible and lower model accuracy.

Lastly, the model requires retraining when new datasets are added. With an increase in variables and datasets, the model will require significantly more computing power and time to train compared to other regression models.

**Question 8**

**Resampling** involves either over sampling the minority class or under sampling the majority class. Under sampling approach can be applied to remove some data in the majority class and over sampling approach can be applied to replicate the data in the minority class (Chen, 2006).

**Cost-sensitive learning** involves assigning a cost value to misclassifications of various classes, based on a cost matrix that identifies the different types of errors (Sahin, 2013). This will help to adjust the cost function to account for the imbalanced data, giving more weight to the minority class.

**Anomaly detection algorithms** can be used to identify unusual data patterns, which may indicate fraudulent activity, even if it is not well-represented in the training data (Hilal et al., 2022). This can improve the accuracy of fraud detection models while minimizing false positives and identifying previously unknown types of fraud to reduce the number of undetected fraudulent activity.
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Other findings about investigation cost:

Viaene et al. (2007) also focused on the costs of the investigation process rather than on minimizing the error rate (misclassification) and showed that the cost-sensitive fraud screening could be a profitable approach for property and casualty insurance companies. Bolancé et al. (2012) approached the problem as an operational risk and used value at risk as the risk measure, then carried out a nonparametric estimation of the loss risk. Similarly to Phua et al. (2004), Viaene et al. (2007) and Bolancé et al. (2012), Zelenkov (2019) proposed a cost-sensitive approach, but in this case the author proposed an example-dependent cost-sensitive AdaBoost algorithm which assumed different costs not just for the different misclassification errors (as in previous studies) but for each particular case as well.